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1 Introduction

The Hobby Eberly Telescope Dark Energy Experiment (HETDEX) and Wide Field Upgrade (WFU) of the Hobby Eberly Telescope (HET) require new software to control the new hardware to be added to the telescope as well as upgrades or extensions to existing software to handle the new demands placed on the system.  This document describes the requirements for the software system.

1.1 System Overview
The software system for the upgraded HET has several major components, organized in rough correspondence with the hardware each controls, and illustrated in Figure 1 below.
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Figure 1:  Block diagram of the software system.
The Tracker subsystem controls the X/Y carriage at the top of the telescope, and the hexapod on which the Prime Focus Instrument Package (PFIP) is mounted.  It also controls the rotating Rho stage at the top of the PFIP, where the instrument fiber feeds are mounted.  The Payload Alignment System (PAS) controls the metrology mounted within the PFIP used to provide closed-loop corrections for the six axes of tracker motion.  The Telescope Control System (TCS) serves as the astronomical interface to the telescope, accepting move and target requests in terms of Right Ascension and Declination, and converting those into coordinates that the Tracker understands.  The intention is to isolate the astronomy in the TCS and the mechanics of the motion control in the Tracker, to the extent that this is possible in the presence of real mount models.  The TCS also serves as an integration point for many of the software subsystems, although the limited scope of the upgrade effort and the design of some of the legacy software precludes full integration in TCS at this time.

The requirements presented in this HETDEX and HET WFU Software Specification are organized by subsystem, starting in Section 6 below.  For each requirement, a priority is assigned to be interpreted as described in Table 1:

	Priority
	Definition

	1
	Basic requirement for minimal functionality.

	2
	Requirements to flesh out initial software suite.

	3
	Would be helpful as part of a complete system.

	4
	Desirement:  Implement as time permits.


Table 1:  Requirement priorities. 
Also for each requirement, a source is given, primarily the HETDEX and HET WFU Science Requirements1 document (SRD), the HETDEX and HET WFU Technical Requirements2 document (TRD), a derived requirement from either, or variously from standard practice at HET, standard practice in the astronomy world, or standard software engineering practice.
1.2 Applicable Documents

1) HX0004 − HETDEX and HET Wide Field Upgrade Science Requirements, Gary Hill

2) HX0005 − HETDEX and HET Wide Field Upgrade Technical Requirements, Richard Savage

3) HX0003 − Acronyms, Richard Savage

1.3 Acronyms

A partial list of relevant acronyms is provided here for the reader's convenience. A more detailed list can be found in HX00033.

CCD

Charged Coupled Device
CEM

UT Austin Center for Electromechanics

DAS

Data Acquisition System
DEX

Dark Energy Experiment

DIMM

Differential Image Motion Monitor

DMI

Distance Measuring Interferometer
FITS

Flexible Image Transport System
FWHM
Full Width at Half Maximum

GRoC

Global Radius of Curvature

GSC

Guide Star Catalog

GUI

Graphical User Interface

HA

Hour Angle

HET

Hobby-Eberly Telescope

HETDEX
Hobby-Eberly Telescope Dark Energy Experiment

HRS

High Resolution Spectrograph

HST

Hubble Space Telescope
ICD

Interface Control Document

ITF

Ideal Tracker Frame

JD

Julian Date
LRS

Low Resolution Spectrograph

LST

Local Sidereal Time
MJD

Modified Julian Date
MRS

Medium Resolution Spectrograph

PFIP

Prime Focus Instrument Package
PI

Principal Investigator
RA

Resident Astronomer

SAMS

Segment Alignment Maintenance System

SDSS

Sloan Digital Sky Survey
SQL

Structured Query Language
SRD

Science Requirements Document

TBD

To be Determined
TBR

To be Resolved
TBV

To be Verified

TCS

Telescope Control System

TO

Telescope Operator

TRD

Technical Requirements Document

TSL

Target Submission Language

TTCAM
Tip-Tilt Camera

USNO

United States Naval Observatory
UT

Universal Time

VIRUS
Visible Integral-field Replicable Unit Spectrograph
WFS

Wave Front Sensor

WFU

Wide Field Upgrade

ZD

Zenith Distance
2 Users

There are several different categories of users of the telescope. In general, they have slightly different sets of requirements.
2.1 Construction

2.2 Integration and Test

2.3 Telescope Operators

During routine science operations, the TO is responsible for moving the tracker, structure, and dome into position.  He or she also configures and monitors the optical guiders, WFS, tip/tilt camera, and DMI. The TO is probably therefore responsible for operating and monitoring some of the devices in the PFIP, such as the guide and WFS probes, and perhaps the moving baffle.

2.4 Resident Astronomers

During routine science operations, the RA is responsible for choosing targets, configuring the instruments, and identifying targets using the acquisition camera. The RA is probably also responsible for the devices in the PFIP controlling the light path to the instruments, such as the WFC shutter, the entrance and exit windows, the ADC, the instrument changer, and the VIRUS dither controller. He or she takes the science data, operating the various data acquisition systems as required.  The RA also controls the calibration system, taking flats and lamps.

2.5 Ops Engineer

2.6 Daytime Engineering and Maintenance

2.7 Long Term Engineering Development

2.8 HET Principal Investigators

2.9 HETDEX Survey Scientists

2.10 Archival Science Users

3 Use Cases

Each mode of operation or maintenance of the telescope has its own set of requirements.  Those modes are outlined here, with a narrative of events that take place and a general indication of which software systems are used. 

3.1 Routine Target, General Science, TCS in manual mode

In this case, the upgraded telescope acts most like it did before the upgrade. Here we assume that automatic configuration of the legacy instruments is not integrated into the Plan Execution Tool, at least initially.  This is straight forward to do in principle, at least for the LRS and HRS, but much less so for the MRS.

1. The RA selects a target using the Observation Planner.  Targets may be chosen manually from the Phase II database, filtering according to conditions, and sorting by priority.  Alternately, targets may be chosen automatically on the fly based on conditions and priority, or may be chosen from the current priority list or from the current plan generated each afternoon. 

2. If guide/WFS stars have not been chosen in advance, the RA does so now, using the Guide Star Selection Tool.

3. If needed, the RA recalls a previously generated finder chart or creates a new one for the present target using the Finder Chart Tool.

4. The RA sends the target and guide star information to the TCS “Next” buffer.

5. The RA asks the TO to go to the next target.

6. (Optional.) The TO asks the TCS for a preview of the intended track.  The TCS computes and displays a baseline trajectory for the object in the “Next” buffer, using either the best azimuth for the telescope structure, or the one specified by the PI.  The TCS also computes and displays the time required to slew the tracker and rotate the structure to the new position, the estimated start time of the track, the available track time, any limits from the moon or twilight, mirror fill factor, and other interesting metrics. 

7. Once the TO is happy with the planned track, he/she commands the telescope to go the next target.

8. The TCS computes the initial slew point for the trajectory using the start time of the track based on the current clock time plus the estimated time required to move the structure and tracker into position.

9. The TCS rotates the telescope structure to the desired azimuth, and simultaneously commands the Tracker to slew to a point near the start of the trajectory.

10. The Tracker checks that the initial position is valid, and if so, slews to the starting position of the track.

11. Once the structure sets down, the TCS reads the actual structure azimuth, recomputes the trajectory, sends that to the tracker, and requests the tracker to begin tracking the target.

12. The Tracker validates the trajectory, and begins tracking.

13. Simultaneously with the tracker move request, the TCS computes the desired positions/trajectories for the guide and WFS probes and sends those to the PFIP.  In addition, the trajectory for the moving baffle is computed and sent as well.  Finally, any required setup of the ADC is forwarded to the PFIP.

14. As soon as the Tracker tells the TCS that it is open loop tracking the target, the TCS tells the PAS to begin taking data for closed loop tracking.

15. The DMI sets a reference and begins measuring relative changes in the distance to the primary mirror, requesting compensating motions in Z to the TCS.  The TCS passes the Z correction to the Tracker.

16. The Tracker updates each Z coordinate in the future points of the running trajectory with the correction received from the TCS.

17. The Tip/Tilt Camera begins measuring and sending corrections in Theta and Phi to the TCS.   The TCS passes the Theta/Phi corrections to the Tracker.

18. The Tracker updates each Theta and Phi coordinate in the future points of the running trajectory with the corrections received from the TCS.

19. The PAS estimates exposure times for the guide and WFS stars, based on brightness information received from the TCS.

20. The WFS begins taking images and sending corrections in GRoC to the TCS.  The TCS passes the GRoC change request to SAMS.

21. SAMS updates the GRoC.

22. The guide camera takes an initial image, locates the guide stars in each probe, computes an offset to center the target, sends the offset to the TCS, and defines the guiding fiducial.  The TCS computes a new tracker trajectory based on the new position on the sky and sends that to the Tracker.

23. The Tracker validates the new trajectory, and updates the running trajectory with the new points.

24. The guide camera begins taking images and computing the offsets necessary to bring the telescope back to the guiding fiducial.  These offsets are passed to the TCS, which in turn recomputes the trajectory, and forwards that to the Tracker.

25. The Tracker in turn validates the new trajectory, and updates the running trajectory.

26. The guide star positions from the two guide probes are used to measure position angle on the sky.  Any required changes to Rho are computed and sent to the TCS, to be forwarded to the Tracker.

27. The Tracker updates each Rho coordinate in the future points of the running trajectory with the correction received from the TCS.

28. The guide star positions from the two guide probes are used to measure the plate scale.  Any required changes are converted to a change request for GRoC, and sent to the TCS, to be forwarded to SAMS.

29. SAMS updates the GRoC.

30. In parallel with the setup of the structure and tracker, the RA interacts with the PFIP GUI to configure the PFIP for the observation, selecting entrance and exit windows or ADC as required.  This may be done once for a block of observations or for each individual observation, as appropriate. 

31. The RA interacts with the appropriate instrument’s data acquisition computer to configure the instrument for the observation. This may be done once for a block of observations or for each individual observation, as needed. 

32. Once the TO confirms that the target is being tracked under closed loop control, the RA commands the appropriate DAS to take the required science exposures.

33. During the track, the TO monitors the closed loop correction performance in all six trajectory coordinates (by monitoring the guider strip chart plots and examining the guider images), and possibly issues additional, manual offsets to the TCS (and hence the Tracker) through the software handpaddle.

34. During the track, the TO monitors the rest of the facility, the data from the weather tower, the all-sky camera, the weather service radar, etc., possibly aborting the trajectory and closing the dome as needed to protect the telescope. 

35. Data acquisition proceeds until complete, in which case the RA asks the TO to terminate the track.  The TCS sends a command to the Tracker to abort the trajectory and stop all motion.

36. If data acquisition is not complete when end-of-track is reached, the TCS issues a warning (plus one some reasonable period in advance, as well), and the Tracker stops moving at the last trajectory point, with no input required from the TCS.

37. Either as the night proceeds, or at the end of the night, the science data is moved to the Local Data Store for eventual shipment offsite.

38. At the end of the night, the DIMM data is ingested into the Engineering Data Logger, and an automatic process can be executed to compute average DIMM measurements during each science exposure and add that information to each science frame header.

39. Once the science data have been collected, and any additional information added to the headers, the data is transferred over the network to the final science archive in Austin.

3.2 Routine Target, General Science, TCS in automatic mode

In this case, the upgraded telescope acts much like it does in the previous case, with the difference being that the RA can assume complete control of the telescope in addition to the instruments. However, the TO retains the ability to intercede and make corrections or stop an unsafe activity.  Note that automatic configuration of all legacy instruments may not integrated into the Plan Execution Tool, at least initially.

40. The RA asks the TO to put the TCS into automatic mode.  This action can only be selected on the primary TCS display on the TO console.

41. The RA selects a target using the Observation Planner.  Targets may be chosen manually from the Phase II database, filtering according to conditions, and sorting by priority.  Alternately, targets may be chosen automatically on the fly based on conditions and priority, or may be chosen from the current priority list or from the current plan generated each afternoon. 

42. If guide/WFS stars have not been chosen in advance, the RA does so now, using the Guide Star Selection Tool.

43. If needed, the RA recalls a previously generated finder chart or creates a new one for the present target using the Finder Chart Tool.

44. The RA adds the target to the execution queue in the Plan Execution Tool.  The execution queue can be set up in advance to contain the next few targets, or an entire night.

45. The RA tells the Plan Execution Tool to set up the telescope for the next observation.  If the instrument(s) of interest are fully integrated, the Plan Execution Tool could automatically execute a series of observations, or even an entire night, if conditions stay the same.

46. The rotation of the telescope structure, the set up of the Tracker, and the start of closed loop tracking on the target proceeds exactly as in Section 3.1, steps 8-29 above.

47. In parallel with the setup of the structure and tracker, the RA interacts with the PFIP GUI to configure the PFIP for the observation, selecting entrance and exit windows or ADC as required.  This may be done once for a block of observations or for each individual observation, as appropriate. The PFIP setup can probably be carried out automatically by the Plan Execution Tool, with configuration details worked out from the PI’s Phase II plan.

48. The RA interacts with the appropriate instrument’s data acquisition computer to configure the instrument for the observation. This may be done once for a block of observations or for each individual observation, as needed. With full integration of the legacy science instruments, instrument setup could be carried out automatically by the Plan Execution Tool, based on the PI’s Phase II plan.

49. The Tracker reports to the TCS that the target is being tracked under closed loop control, and that information is passed on to the Plan Execution Tool.  The RA commands the appropriate DAS to take the required science exposures, or with full integration, allows the Plan Execution Tool to do so.

50. During the track, the TO monitors the closed loop correction performance in all six trajectory coordinates (by monitoring the guider strip chart plots and examining the guider images), and possibly issues additional, manual offsets to the TCS (and hence the Tracker) through the software handpaddle.  Automatic mode for TCS does not lock out the TO in any way.  It just permits remote control from another computer.

51. During the track, the TO monitors the rest of the facility, the data from the weather tower, the all-sky camera, the weather service radar, etc., possibly aborting the trajectory and closing the dome as needed to protect the telescope. 

52. Data acquisition proceeds until complete, in which case the RA (or the Plan Execution Tool) tells the TCS to terminate the track.  The TCS sends a command to the Tracker to abort the trajectory and stop all motion.

53. If data acquisition is not complete when end-of-track is reached, the TCS issues a warning (plus one some reasonable period in advance, as well), and the Tracker stops moving at the last trajectory point, with no input required from the TCS.

54. Either as the night proceeds, or at the end of the night, the science data is moved to the Local Data Store for eventual shipment offsite.

55. At the end of the night, the DIMM data is ingested into the Engineering Data Logger, and an automatic process can be executed to compute average DIMM measurements during each science exposure and add that information to each science frame header.

56. Once the science data have been collected, and any additional information added to the headers, the data is transferred over the network to the final science archive in Austin.

3.3 Non-sidereal target

Observing a non-sidereal target introduces a few complications into the observing sequences discussed previously.  First, the position of the target can no longer be described with a single pair of coordinates, Right Ascension and Declination.  Instead, the position of the target is described by a series of positions and the times at which those positions apply.  This means that the PI provides a table of positions, rather than just one, and the TCS must interpolate in that table for the timestamp of each computed trajectory point.  Any software that handles object positions must now process a table, rather than just one position.  This would affect the Observation Planner, the Plan Execution Tool, and the TCS.  The PI would need to be told approximately when his/her target might be observed (say within a several day window), and then he/she can produce the needed table of positions.  If we miss the observing window, the PI will need to produce another table for a new window.  Therefore a certain amount of advance planning is required.  Furthermore, the actual trajectory calculation in the TCS is slightly changed.  Since the telescope will remain fixed in azimuth during the observation, but the “best” azimuth changes with each computed point, a single best telescope azimuth will have to be computed for the RA and Dec at which the target will be at the center of the (series of) science exposure(s).  Next, the position of the target is no longer fixed on the sky, relative to the background stars.  This means that guide stars cannot really be chosen in advance, but instead must be selected by the RA on the fly.  Finally, since the target is moving relative to the background stars, a guide probe pointing at a particular guide star will have to be moved in sympathy with the target motion so that a centroid computed on the guide probe can still be used to correct tracking errors. (The assumption here is that we can position and move the guide probes much more accurately than we can position the Tracker.)  This means that in general setting up a guide probe for a non-sidereal target will require an actual trajectory of positions and times, rather than a single position.

There are alternatives, for objects that move relatively slowing against the background stars.  Most comets, in fact, move just a little slower than the nominal sidereal rate.  If their projected movement across a fixed guide probe is slow enough that their offset relative to a fixed guide star remains within the imaging area of the probe during a typical

Several minute exposure, then closed loop tracking of a non-sidereal target can be achieved by simply updating the guide fiducial point in software, rather than physically moving the guide probe to keep a guide star on the same pixel on the detector.  This is in fact how we “guide” on non-sidereal targets now with the HET, even though the current TCS software has no support for non-sidereal tracking.  Of course this mode is easy with the current guide system where the “guide probe” field of view is actually the size of the entire acquisition camera detector, and not a little coherent bundle.

For objects that move a little too quickly to be tracked entirely on one guide probe during a given science exposure, it may still be possible to avoid moving the guide probe along a full-fledged trajectory, but instead “jogging” the probe along at a few discrete times during the exposure, while updating the guide fiducial in sympathy.  The advantage of this mode is that it uses remote commands we already have to implement for positioning the probes and updating the guide fiducial, without requiring support for a trajectory capability.  These remote commands do not even have to originate from the TCS, but could be part of an observing script executed by another computer in the system.  This is how the current system works.

3.4 General Science using the Acquisition Camera

I’m not sure this is actually a separate mode, or if in fact that setting up on a general science target will typically require the use of the acquisition camera.  Field acquisition (open loop?), blind offsets under closed loop control, etc.

3.5 Acquiring Calibration Frames

3.6 Routine HETDEX Science Observation

3.7 System Initialization

3.8 System Shutdown

3.9 Stacking the Mirror

3.10 Pistoning the Mirror

3.11 Making Measurements for the Mount Model

3.12 Tracker Maintenance

4 Interfaces
The software interfaces between each subsystem are described in a series of Interface Control Documents (ICD):

▪ HX00xx − ICD for TCS to Tracker

▪ HX00xx − ICD for TCS to Optical Guiders
▪ HX00xx − ICD for TCS to Wave Front Sensors
▪ HX00xx − ICD for TCS to Tip/Tilt Camera
▪ HX00xx − ICD for TCS to Distance Measuring Interferometer

▪ HX00xx − ICD for TCS to HET Dome
▪ HX00xx − ICD for TCS to HET Structure
▪ HX00xx − ICD for TCS to Segment Alignment Maintenance System
▪ HX00xx − ICD for TCS to Weather System
▪ HX00xx − ICD for TCS to Prime Focus Instrument Package
▪ HX00xx − ICD for TCS to VIRUS Data Acquisition System 
▪ HX00xx − ICD for TCS to Plan Execution Tool
▪ HX00xx − ICD for TCS to Engineering Data Logger

▪ HX00xx − ICD for Weather System to Engineering Data Logger

▪ HX00xx − ICD for Facility to Engineering Data Logger

▪ HX00xx − ICD for Primary Mirror Control Systems to Engineering Data Logger

▪ HX00xx − ICD for Tracker to Engineering Data Logger

▪ HX00xx − ICD for Optical Guiders to Engineering Data Logger

▪ HX00xx − ICD for Wave Front Sensors to Engineering Data Logger

▪ HX00xx − ICD for Tip/Tilt Camera to Engineering Data Logger

▪ HX00xx − ICD for Prime Focus Instrument Package to Engineering Data Logger

▪ HX00xx − ICD for VIRUS Data Acquisition System to Engineering Data Logger

▪ HX00xx − ICD for DIMM to Engineering Data Logger

▪ HX00xx − Query Interface to Engineering Data Logger

▪ HX00xx − ICD for Plan Execution Tool to VIRUS Data Acquisition System

▪ HX00xx − ICD for VIRUS Data Acquisition System to Local Data Store

▪ HX00xx − ICD for VIRUS Quick Look System to Local Data Store

▪ HX00xx − ICD for VIRUS Archive to Local Data Store

▪ HX00xx − ICD for VIRUS Archive to VIRUS Pipeline

▪ HX00xx − ICD for Plan Execution Tool to Observation Planner

Note that some of these ICDs may be combined into a single document.  For example, the TCS may have a single command set through which any client may communicate with it.

5 General Requirements
5.1 Communications

Requirement
5.1.1 Communications between the various subsystems shall be via Berkeley sockets over 100BASE-T or better ethernet.

5.1.2 Commands and parameters exchanged between the various subsystems shall be in plain ASCII text.

5.2 File names

Requirement
5.2.1 Files shall be named according to a standard scheme encoding the source of the data and the date and time of file creation, using Universal Time (UT).

5.3 File formats

Requirement
5.3.1 Science and guider images shall be written to disk in standard Flexible Image Transport System (FITS) format.

5.3.2 Images written in FITS format shall have headers with enough information to identify when the observation was taken, with what telescope and instrument configuration, and under what conditions.

5.3.3 The FITS header for each image shall also contain version information for the software and hardware that created it.

5.3.4 Other numeric data shall be written to disk as plain ASCII text with white space separators in predefined file formats, or better, to queryable Structured Query Language (SQL) databases.

5.4 Interfaces

5.4.1 Each subsystem shall have a graphical user interface (GUI), which will be used for routine operation.

5.4.2 Each subsystem shall also have a command line interface, suitable for using in scripts, for special engineering tasks, and to facilitate automatic control.

5.4.3 GUIs shall display a limited amount of numeric data, of a sufficient size and font to be readable from a distance of (TBR) feet.

5.4.4 GUIs shall call attention to faults and problems with some secondary means in addition to color, so that color-blind operators can still make out what is happening.  Note, however, that sound is not a preferred option in the noisy and often busy control room environment.

5.5 Logging

Requirement
5.5.1 All log entries shall be time-stamped in Universal Time, with sufficient time resolution to uniquely identify the event.
5.6 Operating Environment

Requirement
5.6.1 The preferred operating system for computers in the HET control system is Red Hat Enterprise Linux 5.  Other operating systems may be approved on a case by case basis.  Note, however, that choices such as Microsoft Windows XP SP2 are more difficult to access remotely and are more difficult to integrate into the HET environment.
6 Tracker Requirements

The coordinate system in which trajectories are exchanged with the tracker assumes that the tracker functions perfectly, with X and Y encoders zeroed when the tracker is centered on the primary mirror, and Theta and Phi zeroed when the tracker is on the optical axis.  This coordinate system is called the Ideal Tracker Frame (ITF).

6.1 Trajectories

Requirement

6.1.1 The Tracker shall accept a trajectory for a new target as a sequence of X, Y, and Rho positions as a function of time.

6.1.2 The default spacing in time of tracker trajectory points shall be 1 second (TBR).

6.1.3 The number of future tracker trajectory points sent at any give time will be variable, but typically a minute worth of points will be supplied at a time (TBR).

6.1.4 The Tracker shall compute the rest of the coordinates in the tracker system, Z, Theta, and Phi, as required to track a target along the focal sphere. 

6.1.5 The Tracker shall compute and make available to the TCS on demand the current tracker position in all six dimensions, converting encoder values and hexapod leg lengths to X, Y, Z, Rho, Theta, Phi coordinates computed in the ITF.

6.1.6 The Tracker shall accept corrections from the TCS to the current X, Y, Z, Rho, Theta, and Phi positions, at rate up to 10 Hz (TBR).  It shall be possible to correct each coordinate separately, and at different times.  It shall be possible to apply corrections (i.e. request offsets) even though the tracker is not currently running a trajectory.  Note that while tracking, corrections in Z, Rho, Theta, and Phi are cumulative, so that subsequent corrections are assumed to be relative to the latest position, and not the original trajectory point.
6.1.7 The Tracker shall accept two types of offsets in X and Y:

▪ a simple cartesian offset, cumulative while tracking as above, and

▪ an offset along the focal sphere to a new location on the sky

The latter type of correction is used when autoguiding or when performing relative offsets in the field during acquisition.  Offsets along the focal sphere will require the calculation and transmission of all future trajectory points based on the new position.

6.1.8 The Tracker shall check all motion requests against the predefined software limits and shall return an error if the requested motion is out of range.

Justification and Explanation

Tracker Coordinate System

Exchanging coordinates in the ITF allows us to isolate tracker-specific mount model terms such as encoder zeropoints and rail curl in the Tracker software.  One consequence is that the Tracker software must be able to transform coordinates from the ITF when receiving commands from the TCS, and to the ITF when sending positions back to the TCS.

Describing Trajectories

The current HET and SALT trackers accept trajectories that are described by coordinates in all six axes, X, Y, Z, Rho, Theta, and Phi, as a function of time.  However, the coordinates Z, Theta, and Phi can in fact be computed from X and Y, plus the constraint to track on the desired sphere, so in principle one can describe a trajectory only in terms of X, Y, and Rho as a function of time.  CEM has expressed the desire to do this. The astronomy part of the problem is nicely isolated in computing X and Y from Right Ascension and Declination.  One consequence of leaving part of the trajectory calculation to the Tracker is that the Tracker must return to the TCS anything the TCS needs to know for range checking, status display, computation of corrections, and safety. 
6.2 Engineering Interface

Requirement
6.2.1 The Tracker software shall include a detailed engineering-level GUI that can be operated from the control room, or from a portable wireless laptop anywhere within the HET enclosure.
6.2.2 The engineering interface shall include predefined screens displaying all interesting encoder values, positions, coordinates, limits, rates, motor currents, temperatures, etc.

6.2.3 The engineering interface shall include the ability to execute commands to move the Tracker in any of its possible operating modes.  In particular, it shall be possible to execute a specified trajectory along the focal sphere, or to move in any single axis, or to move any single hexapod leg.  These commands shall be predefined and not require any programming on the part of the user.  However, full access to the Tracker software, including programming, shall also be possible.

6.2.4 All motion commanded from the engineering interface shall be subject to all normal safety limits, unless those limits are explicitly disabled by the user.

6.2.5 It shall not be possible to execute motion or change parameters from more than one instance of the engineering interface at the same time.  However, it would be helpful to be able to run multiple instances of the engineering interface at the same time (for example, one in the control room, and one on a laptop in the manlift) for the purpose of displaying status.  A precedence and security system shall mediate access from multiple systems. It should be obvious on each instance of the engineering interface which system has the authority to make changes or initiate moves.

6.2.6 The engineering interface shall not be required for routine science, routine monitoring,  or maintenance operations.

6.3 Communications with TCS

Requirement
6.3.1 The Tracker shall provide the TCS with detailed status information and a response to each command sent, to include at least:

▪ current Tracker position in X, Y, Z, Rho, Theta, and, Phi

▪ current motion status and mode (stationary, holding position, slewing, tracking)

▪ current rate of motion

▪ current status of limit switches

▪ latest problem or fault

6.4 Logging

Requirement
6.4.1 The Tracker shall send detailed performance data as a function of time to the Engineering Data Logger, to include at least:

▪ All commands received, from either local or remote control interfaces

▪ The status codes issued as the results of those commands 

▪ All error conditions noted

▪ Commanded Tracker position

▪ Actual Tracker position

▪ Encoder readings
▪ Following errors

▪ Motor current

▪ Temperature measurements

▪ Limit switch status

6.4.2 The Tracker software shall provide a means to selectively control which types of data are sent to the Logger, and at what rate.
7 Telescope Control System Requirements

7.1 Hardware

Requirement
7.1.1 The TCS computer shall contain no special hardware.

Justification and Explanation

Keeping the TCS free of special hardware makes the TCS just a software product, which can be run on any convenient platform.  This means we can carry a copy of the TCS software to any location (on a laptop, for instance) for checkout of other hardware in the system.  It also means that we can implement the TCS software in any convenient software environment (e.g. LabVIEW), without having to worry about the existence of drivers for special hardware components such as the counter/timer card in the current implementation.  However, this requirement limits the ability of the TCS to interact with special external hardware such as a GPS clock or its 1PPS hardware time sync signal.

7.2 Trajectory generation

Requirement
7.2.1 The TCS shall accept coordinates for a new target in a variety of formats, to include at least:

▪ Right Ascension and Declination of arbitrary equinox

▪ Hour Angle and Declination

▪ Altitude and Elevation

▪ X and Y tracker coordinates

7.2.2 When the user enters a Right Ascension and Declination for a new target, the TCS shall optionally accept a proper motion in standard units, to be applied to the catalog coordinates to compute the apparent position on the sky.

7.2.3 When moving to a new target, the TCS shall provide the following options:

▪ slew to the new position, then hold at the desired coordinates (in the case of a fixed point), or  

▪ slew to the new position and then track the target at a specified rate (for a celestial object).

7.2.4 For moving objects, the TCS shall accept an ephemeris of positions and times in standard formats, and will compute the required tracker trajectory, interpolating as necessary.

7.2.5 Alternately, for moving objects the TCS shall accept differential track rates in Right Ascension and Declination, and will compute the required tracker trajectory, interpolating as necessary.
7.2.6 The TCS shall be able to compute trajectories for geostationary targets, as well as for sidereal and non-sidereal objects.

7.2.7 The TCS shall calculate trajectories for either the best structure azimuth for a target, or for a user-specified azimuth, or for the current structure azimuth, at the user’s selection.


Priority:  1
Source:  TRD 2.6.2

7.2.8 In addition to computing a tracker trajectory for a target, the TCS shall also generate a position for each guide and WFS probe and forward those to the PFIP.

7.2.9 In the case of a moving object, the TCS shall generate a trajectory for each guide/WFS probe.

7.2.10 For each target, the TCS shall also compute a trajectory for the moving baffle, and forward that to the PFIP.

7.2.11 The TCS shall provide a “preview” of important parameters for a proposed new target, before any motion is requested.

7.2.12 The TCS shall provide a means to select objects from any number of predefined catalogs.

7.3 System Status

Requirement
7.3.1 The TCS shall have a mechanism to determine whether each computer in the system is alive, healthy, and responding to commands.

7.3.2 That information shall be displayed on a TCS status screen.

7.3.3 System status shall be checked and the status screen updated, at time of start up, and every (TBR) seconds.

7.4 Graphical User Interface

Requirement
7.4.1 The TCS shall have a graphical user interface that continuously displays the current position of the structure, tracker, and dome.

7.4.2 The Tracker position shall be available in a variety of user selectable coordinate systems, to include at least:

▪ Right Ascension and Declination (apparent or precessed to a specified equinox)

▪ Hour Angle and Declination

▪ Altitude and Elevation

▪ ITF tracker coordinates (X, Y, Z, Rho, Theta, Phi)

7.4.3 The TCS display shall include the current Tracker status, state and rate of motion, and any current faults.

7.4.4 The TCS display shall include a graphic showing the current or proposed Tracker trajectory across the primary mirror, with the current Tracker position marked, plus the direction of travel, orientation, and an indication of the current filling factor on the primary mirror.

7.4.5 This graphic shall be updated during slews as well as while running a trajectory.

7.4.6 The TCS display shall include a track time counter, giving either time to start of track, or time into track, plus time remaining in track.

7.4.7 For a slew request, the TCS display shall give the estimated time to complete the slew.

7.4.8 The TCS display shall include various times of interest to an astronomical user, to include at least:

▪ Universal Date and Time (UT)

▪ Local Sidereal Time (LST)

▪ Julian Date (JD)

7.4.9 The TCS display shall include calculated parameters for each target of interest to an astronomical user, to include at least:

▪ Airmass

▪ Parallactic Angle

7.4.10 The TCS display shall include a scrollable history of recent commands send to and received from the various subsystems.

7.4.11 The TCS display shall include a scrollable history of current and recent error messages.

7.4.12 The TCS display shall include a prominent button to trigger an emergency stop of all motion of all subsystems.

7.4.13 The TCS GUI shall allow the user to choose from a list of predefined positions for the structure and dome, to include at least:

▪ CCAS

▪ Day Sky
▪ Eng North
▪ North
▪ East
▪ South
▪ West

▪ etc.

7.4.14 The TCS GUI shall allow the user to choose from a list of predefined positions for the tracker, to include at least:

▪ Home

▪ Left
▪ Right
▪ etc.

7.4.15 It shall be possible to define new locations for the structure, dome, and tracker, to appear in the above lists, without having to edit and recompile the TCS code.

7.4.16 When the TCS is in manual mode, all motion requests for the tracker, structure, and dome actually just queue up the move request and require the TO’s permission before any motion occurs.

Implementation Notes

The SALT TCS has a nice Telescope Track graphic, for instance.  CEM has an excellent solid model of the tracker that could perhaps be animated in real time to match the current position and orientation.

7.5 Software Hand Paddle

Requirement
7.5.1 The TCS shall provide a software hand paddle, capable of making Cartesian offset requests in any of the 6 tracker axes X, Y, Z, Rho, Theta, and Phi.

7.5.2 The hand paddle shall also provide the ability to request offsets in X and Y along the focal sphere.  Note that these requests require a recalculation of the current trajectory.

7.5.3 The hand paddle shall also provide the ability to request offsets in Right Ascension and Declination, along the focal sphere.  Note that these requests require a recalculation of the current trajectory.

7.5.4 Offsets shall be entered either as predefined and adjustable increments with each click on an arrow key, or as arbitrary values, typed in an entry box.

7.5.5 The display, and hence the communications interface with the Tracker, shall provide positive feedback that each requested move has taken place.

7.6 Remote Control Interface

Requirement
7.6.1 The TCS shall include a remote control interface, so that other subsystems can send it targets and other command requests.

7.6.2 Any command possible with the GUI shall also be possible through a remote command.

7.6.3 A remote command may queue up a motion request, but that request will not be executed unless the telescope operator permits it, either on a case by case basis in “manual” mode, or by setting the TCS into “automatic” mode.

7.6.4 Regardless of mode, the operator will retain the ability to abort moves, disable “automatic” mode, or trigger an emergency stop, through the TCS GUI.

7.7 Security and Control Hierarchy

Requirement
7.7.1 The TCS shall have a mechanism to mediate control access between the local GUI and various remote subsystems.
Priority:  1
Source:  standard practice at HET
7.7.2 There shall be a clearly defined hierarchy for access, with some computers and software systems authorized to take control from others.

7.7.3 There shall be various levels of access, to include at least:

▪ Read-only access
▪ Authorization to queue up motion requests
▪ Full remote control

7.8 Communications with Instrument Data Acquisition Systems

Requirement
7.8.1 The TCS shall make available to the instrument data acquisition systems the commanded telescope position (Right Ascension, Declination, Equinox), as well as the actual telescope position computed from tracker coordinates.

Priority:  1
Source:  derived from SRD 2.3.4

7.8.2 At the same time, the TCS shall make available to the instrument data acquisition systems other interesting parameters, to include at least:
▪ Telescope position in Tracker coordinates
▪ Local Sidereal Time (LST)
▪ Modified Julian Date (MJD) 

▪ Hour Angle (HA)
▪ Zenith Distance (ZD)

▪ Airmass

▪ Telescope Azimuth
▪ Parallactic Angle

Priority:  1
Source:  standard practice at HET

7.8.3 These parameters shall be time-stamped with UT date and time at which they were measured or for which they were computed.

7.8.4 These parameters shall be available both on demand by interested subsystems, and automatically transmitted every (TBR) second.

7.9 Logging

Requirement
7.9.1 The TCS shall send current status information to the Engineering Data Logger, at a rate of 1 Hz. 

7.9.2 The TCS shall log all slew, track, and trajectory-correction requests to the Engineering Data Logger.

7.9.3 The TCS shall log all commands received from any local or remote control interface, plus the status codes resulting from the execution of those commands.

7.9.4 The TCS shall log all error conditions.

8 Payload Alignment System Requirements

The Payload Alignment System (PAS) consists of two optical CCD guiders, two wave front sensors (WFS), a tip/tilt camera (TTCAM), and a distance measuring interferometer (DMI).  Its purpose is to close the loop on the 6 axes of tracker motion.  Note that the PAS software handles the configuration, data acquisition, and data analysis from these instruments.  The motion control necessary to move these devices into position is handled in the PFIP software (see below).  The TO is generally responsible for operating the instruments in the PAS.

Requirement
8.1.1 The PAS shall compute and archive the following measurements for each guider image taken:

▪ X and Y centroid of the guide star position
▪ FWHM of the guide star profile 

▪ Integrated flux of the guide star image, computed in an aperture with radius equal to twice the FWHM (TBR)

▪ Sky background (TBR)

▪ Flux ratio of current guide star image to first image in the series (TBR)
▪ Calibrated flux, based on photometry provided by the Observation Planner

Priority:  1
Source:  derived from SRD 2.2.7, 2.3.4

8.1.2 The PAS shall continuously display the FWHM and integrated flux of the guide star image (or other measure of the sky transparency), both numerically, and as a strip chart plot.

Priority:  1
Source:  derived from SRD 2.2.7, TRD 3.12.4

8.1.3 The PAS shall display a warning when the FWHM exceeds 2.0 arcsec, indicating that conditions are too poor to take DEX data.

Priority:  1
Source:  derived from SRD 2.2.7
8.1.4 The PAS shall be capable of archiving to disk every guider image taken.

Priority:  1
Source:  TRD 3.12.11

8.1.5 The PAS shall have the ability to offset each guide/WFS fiducial in RA and Dec via a remote command.

8.1.6 The PAS/PFIP shall have the ability to relocate each guide/WFS probe with the implied update of their fiducial locations via remote commands, while maintaining closed loop control.

8.1.7 For general non-sidereal tracking under closed loop control, the PFIP shall accept a trajectory from the TCS for each guide/WFS probe, and will continuously move the probes in reflex motion to the non-sidereal track of the target.  Thus position errors measured on the probe images will translate directly into guiding errors for the target.

Justification and Explanation

Archiving Guider Images

TRD 3.12.11 requires that we be able to archive guide camera images.  TRD 3.12.4 states that the goal is to acquire, process and archive guide camera images every 5 seconds.   The ultimate purpose of these requirements is to make it possible to determine the depth of each science image after the fact.  However, we should be able to compute all interesting parameters on the fly (see 8.1.1 above), once science-grade algorithms are inserted into the guider software.  In that case, saving guider images should be necessary only to debug this software, and could probably be avoided in routine operation.  This requirement should be clarified, since we might well implement the ability to save images for debug purposes differently than we would permanently archiving all guider images.

Offsetting fiducials and guide probes

For a typical observation, guide and WFS stars are chosen in advance, submitted to the TCS, forwarded to the PFIP, which centers the probes on them and finally the PAS begins taking frames and computing guide corrections.  There are several situations where it may be desirable or necessary to change the location where the telescope is currently tracking under close loop control.  The RA may need to center a particular feature of an object on a science fiber.  The science target may be invisible on the acquisition image, and so the PI provides a brighter star as an offset reference.  The science target may move relative to the background stars (a “non-sidereal object”).  The telescope does not offset sufficiently accurately in open loop mode, and so offsets must be coordinated with the guide software under closed loop control.  Depending on the size of the offset required, it may be possible to just update the guide fiducial location in software, without actually moving anything.  The guide probes are thought to be 22.6 arcsec on a side, so depending on where the star originally appeared on the probe, it may be possible to make an offset to the guiding centroid in software and still keep the star in the probe image, without moving the probe.  For slowly moving non-sidereal objects, it should be possible to periodically update the guide fiducial in software, effectively nudging the guide star image along the guide probe.  This works as long as the total motion during an exposure is still on the probe.  For slow enough non-sidereal objects, over short enough exposures, these corrections to the guiding fiducial can even be sent as discrete commands from the TCS or data acquisition systems (as is done now).  For larger offsets, it will be necessary to adjust both the guide probe’s location, and the guide fiducial in the software in a corresponding way, so that guiding continues on the same star, even though the telescope’s position has now changed.  For non-sidereal objects moving relatively quickly, it is necessary to continuously move the guide probe in order to maintain closed loop position control, and hence the best possible image quality.  (The assumption throughout is that we can position/locate the guide probes much more accurately than we can move the telescope.)

9 PFIP Requirements

The PFIP software handles the motion control of the devices in the Prime Focus Instrument Package, including the entrance and exit window wheel assemblies, the moving baffle, the ADC, four guide/WFS probes, a shutter, two HETDEX dither stages, the mechanism to insert and remove the acquisition camera, and the instrument changer.  The PFIP software also inserts the Facility Calibration Unit into the beam, and activates the flat field and wavelength calibration lamps.  The RA is generally responsible for the operation of the PFIP devices.

Requirement
9.1.1 The PFIP control software shall include a graphical representation of the current position of all devices in the light path.

9.1.2 The PFIP GUI and status graphic (see above) shall be available to both the TO and the RA.

Justification and Explanation

Access to the PFIP GUI

The TO is responsible for monitoring some of the devices in the PFIP, while the RA controls others as part of the data acquisition.  These responsibilities may overlap, and in any case are not fully defined at this time.  In any event, there are several devices that can block the light path, and it will reduce confusion and speed debug if both TO and RA can see at a glance how the PFIP is configured, and if each can change most of all of the settings if needed.

10 Data Acquisition System Requirements

Requirement
10.1.1 Telescope wavelength coverage shall be sufficient to support the following items:

▪ HETDEX VIRUS

▪ HET fiber-fed instruments: LRS, LRS-J, MRS (with JCAM), and HRS 

▪ Meterology equipment operating in a narrow wavelength band centered on 1.5 μm 

The bandwidth for each of these instruments is presented in Table 1.

Justification and Explanation

Equipment Wavelength Coverage

The wavelength coverage for HET and HETDEX fiber-fed instruments is shown in Table 1. To support these instruments the telescope wavelength range must extend from 350 nm to 1.8 μm (see SRD Section 3.1). The upper bound is governed by the contemplated MRS JCAM near infrared high resolution spectrograph. The lower bound is governed by VIRUS because HRS delivers very little flux below 400 nm.
11 Observation Planner Requirements

The Observation Planner is a software tool used primarily by the RA at the telescope, but various aspects may be useful or necessary to other users on and off the mountain.  It has several major components.  A planning tool allows the observer to filter possible targets according to conditions, sort by priority, and then select a target for execution now, or to construct a list of targets for execution on the current or some future night.  A standalone Guide Star Selection Tool allows an HET PI, HETDEX personnel, or an RA to select guide and WFS sensor stars for a single target, or a list of targets.  A standalone tool allows the user to construct a finder chart to permit identification of the target at the telescope.  Finally, a logging component allows the RA to keep track of what has been done, what remains to be done, and the state and quality of the data acquisition for any given target.

11.1 Guide Star Selection Tool

Requirement
11.1.1 For any target, the Guide Star Selection Tool shall provide a means to select potential guide and WFS stars from one of several suitable astrometric catalogs, to include at least:

▪ USNO-B1.0

▪ HST GSC 2.3.2

▪ etc.

11.1.2 Guide/WFS star selection shall factor in motion constraints of the guide/WFS probes, including any range-of-motion issues arising from blind offsets, non-sidereal tracking, and collision avoidance for the probes.

11.1.3 Guide/WFS star selection shall factor in number and placement constraints:  2 guide stars are required, in opposite quadrants; 1 WFS star is required, but 2 help with redundancy, etc.

11.1.4 Guide/WFS star selection shall factor in photometric constraints (TBR):  V=17 or brighter for WFS stars, and V=19 or brighter for guide stars, with photometric errors less than 0.2 mag to ease automatic field recognition.

11.1.5 Guide/WFS star selection shall be possible either automatically, or interactively through a suitable GUI.

11.1.6 It shall be possible to select stars for individual targets, one at a time, or for an entire list, automatically.

11.1.7 In interactive selection mode, potential guide/WFS stars shall be displayed graphically on a map of the telescope FOV, with motion restrictions of the probes marked, and with sensible default stars suggested that have adequate separation on the sky, obey the various motion constraints, and are bright enough with good photometry available.

11.1.8 Once stars are selected, it shall be possible to print out a map of the telescope FOV, with the guide/WFS stars, probe positions, motion restrictions, etc., marked.  It shall be possible to generate these charts automatically for an entire list of input targets.
11.1.9 Once guide/WFS stars are selected, the Selection Tool shall record coordinates, proper motion information, if available, and photometric measurements to disk in a predefined format suitable for transmission to the TCS, either by the Plan Execution Tool, or directly, when the observations are carried out.

Justification and Explanation

Guide Star Catalogs

The selection of guide star catalogs will require special attention.  For optical guiding, we require stars with both good positions for accurate pointing, and good photometry for estimating the sky transparency.  Furthermore, good photometry permits us to automatically estimate the required exposure times for the guide/WFS cameras, and it allows us to automatically verify that the telescope is pointed correctly.  Given two guide stars, one on each guide probe, with fluxes that match our expectations, and positions offset the same distance and same direction from the center of the field, we can be pretty sure we are in the right place, and can then command an automatic move to center the telescope.  Unfortunately, the catalogs with the largest number of accurate star positions do not typically have very accurate photometry.  For DEX observations, there is complete photometric coverage available from SDSS, but for general science targets, that is not always the case. 

Implementation Notes

The relevant astrometric catalogs are large enough that they are not typically distributed to the end user as a single unit, but rather the needed subsets are accessed from various servers over the network, usually a different server for each catalog, with slightly different protocols and parameters for access.  The Guide Star Selection Tool will need to know how to access the relevant data from each of the required catalog servers.  Anyone with a network connection can access these servers, and the data are often updated over time, so there is probably no need or benefit in collecting the catalogs in one place, or to try to distribute all possibly interesting catalog data along with the Guide Star Selection software. The downside to this design is that a user must have network access in order to plan his/her HET observations, but this is pretty typical for all modern telescopes.

It is probably not necessary for us to construct our own catalogs of guide stars that meet our selection criteria.  We should be able to apply those criteria on the fly, filtering out appropriate stars from the data available on the standard servers.

Note that software necessary to query star positions and make a map of the telescope FOV for guide star selection is almost identical to that required to make finder charts.  It could be that with clever design the Guide Star Selection Tool can either also automatically create finder charts for field recognition, or that the finder chart is just a subset of the verification graphic that the program outputs.

To make it possible for a PI or other off-the-mountain personnel to use the Observation Planner as a standalone application, its output should be in a high level descriptive language that does not require detailed knowledge of the telescope hardware and software systems.  One candidate for such a language is the HET Target Submission Language (TSL, http://hydra.as.utexas.edu/?a=help&h=73). TSL has the additional advantage that it is already familiar to many HET PIs.
12 Plan Execution Tool Requirements

The Plan Execution Tool is a software system under the control of the Resident Astronomer that orchestrates the automatic control of the entire telescope/instrument system to carry out preplanned observations.  It translates a high-level description of the desired observation into a set of commands for the telescope, tracker, and guide probes through the TCS, PFIP device setup through the PFIP computer (if required), and instrument setup and data acquisition through the various instrument computers.

Requirement
12.1.1 The Plan Execution Tool shall accept observations from the Observation Planner, or allow the RA to select from a set of preplanned observations on disk.

12.1.2 Observations to be executed by the Plan Execution Tool shall be specified in a high-level descriptive command language.

12.1.3 The Plan Execution Tool shall parse those observation scripts and convert them into specific commands to be sent to the TCS, PFIP, and instrument data acquisition systems. 

12.1.4 The Plan Execution Tool shall have a GUI displayed on the RA console that presents a synopsis of current conditions and telescope status, allows the RA to execute a particular preplanned observation, and displays the results of each telescope or instrument operation as it happens.

12.1.5 The Plan Execution Tool shall provide feedback on an observation’s success to the Observation Planner so that the science log, nightly, and long term plans may be updated appropriately.

13 Local Data Store Requirements

Requirement
13.1.1 Telescope wavelength coverage shall be sufficient to support the following items:

▪ HETDEX VIRUS

▪ HET fiber-fed instruments: LRS, LRS-J, MRS (with JCAM), and HRS 

▪ Meterology equipment operating in a narrow wavelength band centered on 1.5 μm 

The bandwidth for each of these instruments is presented in Table 1.

Justification and Explanation

Equipment Wavelength Coverage

The wavelength coverage for HET and HETDEX fiber-fed instruments is shown in Table 1. To support these instruments the telescope wavelength range must extend from 350 nm to 1.8 μm (see SRD Section 3.1). The upper bound is governed by the contemplated MRS JCAM near infrared high resolution spectrograph. The lower bound is governed by VIRUS because HRS delivers very little flux below 400 nm.
14 VIRUS Quick Look Requirements

Requirement
14.1.1 Telescope wavelength coverage shall be sufficient to support the following items:

▪ HETDEX VIRUS

▪ HET fiber-fed instruments: LRS, LRS-J, MRS (with JCAM), and HRS 

▪ Meterology equipment operating in a narrow wavelength band centered on 1.5 μm 

The bandwidth for each of these instruments is presented in Table 1.

Justification and Explanation

Equipment Wavelength Coverage

The wavelength coverage for HET and HETDEX fiber-fed instruments is shown in Table 1. To support these instruments the telescope wavelength range must extend from 350 nm to 1.8 μm (see SRD Section 3.1). The upper bound is governed by the contemplated MRS JCAM near infrared high resolution spectrograph. The lower bound is governed by VIRUS because HRS delivers very little flux below 400 nm.
15 Science Archive Requirements

Requirement
15.1.1 Telescope wavelength coverage shall be sufficient to support the following items:

▪ HETDEX VIRUS

▪ HET fiber-fed instruments: LRS, LRS-J, MRS (with JCAM), and HRS 

▪ Meterology equipment operating in a narrow wavelength band centered on 1.5 μm 

The bandwidth for each of these instruments is presented in Table 1.

Justification and Explanation

Equipment Wavelength Coverage

The wavelength coverage for HET and HETDEX fiber-fed instruments is shown in Table 1. To support these instruments the telescope wavelength range must extend from 350 nm to 1.8 μm (see SRD Section 3.1). The upper bound is governed by the contemplated MRS JCAM near infrared high resolution spectrograph. The lower bound is governed by VIRUS because HRS delivers very little flux below 400 nm.
16 VIRUS Pipeline Requirements

Requirement
16.1.1 Telescope wavelength coverage shall be sufficient to support the following items:

▪ HETDEX VIRUS

▪ HET fiber-fed instruments: LRS, LRS-J, MRS (with JCAM), and HRS 

▪ Meterology equipment operating in a narrow wavelength band centered on 1.5 μm 

The bandwidth for each of these instruments is presented in Table 1.

Justification and Explanation

Equipment Wavelength Coverage

The wavelength coverage for HET and HETDEX fiber-fed instruments is shown in Table 1. To support these instruments the telescope wavelength range must extend from 350 nm to 1.8 μm (see SRD Section 3.1). The upper bound is governed by the contemplated MRS JCAM near infrared high resolution spectrograph. The lower bound is governed by VIRUS because HRS delivers very little flux below 400 nm.
17 Engineering Data Logger Requirements

Requirement
17.1.1 Telescope wavelength coverage shall be sufficient to support the following items:

▪ HETDEX VIRUS

▪ HET fiber-fed instruments: LRS, LRS-J, MRS (with JCAM), and HRS 

▪ Meterology equipment operating in a narrow wavelength band centered on 1.5 μm 

The bandwidth for each of these instruments is presented in Table 1.

Justification and Explanation

Equipment Wavelength Coverage

The wavelength coverage for HET and HETDEX fiber-fed instruments is shown in Table 1. To support these instruments the telescope wavelength range must extend from 350 nm to 1.8 μm (see SRD Section 3.1). The upper bound is governed by the contemplated MRS JCAM near infrared high resolution spectrograph. The lower bound is governed by VIRUS because HRS delivers very little flux below 400 nm.
18 SAMS Requirements

Requirement
18.1.1 Telescope wavelength coverage shall be sufficient to support the following items:

▪ HETDEX VIRUS

▪ HET fiber-fed instruments: LRS, LRS-J, MRS (with JCAM), and HRS 

▪ Meterology equipment operating in a narrow wavelength band centered on 1.5 μm 

The bandwidth for each of these instruments is presented in Table 1.

Justification and Explanation

Equipment Wavelength Coverage

The wavelength coverage for HET and HETDEX fiber-fed instruments is shown in Table 1. To support these instruments the telescope wavelength range must extend from 350 nm to 1.8 μm (see SRD Section 3.1). The upper bound is governed by the contemplated MRS JCAM near infrared high resolution spectrograph. The lower bound is governed by VIRUS because HRS delivers very little flux below 400 nm.
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